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Abstract—From the viewpoint of communication networks
Network Virtualization (NV) extends beyond pure operational
issues and addresses many of the impasses of the current Internet.
The idea of Transport Virtualization (TV) progresses the capabil-
ities of NV and enables the independence from a specific network
transport resource. The independence is achieved by pooling
multiple transport resources and selecting the best resources
for exclusive or concurrent use. However, the application and
selection of concurrent paths is rather complex and introduces
inevitable packet re-ordering due to different stochastic delay
characteristics on the used paths. Packets arriving at the desti-
nation out-of-order have to be stored in a re-sequencing buffer
before reassembled packets are forwarded to the application.
Therefore we perform an analysis of the fundamental behaviors
and factors for packet re-ordering in concurrent multipath
transmissions. This analysis applies analytical and simulative
techniques which are used to compute the buffer occupancy
probability distribution.

I. INTRODUCTION

The concept of Network Virtualization (NV) has recently
emerged from operating system research [1]. NV enables the
easy consolidation of multiple networks or overlays into a
single physical system. Hence, an immediate benefit of NV
is the reduction of the required amount of hardware (capital
expenditures, CAPEX) and of the operational expenditures
(OPEX) of network structures, since less physical systems
have to be configured. As a result, NV is currently considered
mainly as an operational technique.

From the viewpoint of architecting communication net-
works, the concept of NV has the potential to extend beyond
the above outlined financial and operational issues. NV may
address many of the impasses of today’s Internet [2] and
is therefore investigated as a key component of the Future
Internet, e.g. [3], [4], [5].

The recently introduced idea of Transport Virtualization
(TV) [6] progresses the capabilities of NV further. Like
virtualization techniques in computer systems [7], which in

general aim at the independence from a specific physical
resource or its location, TV intends for the independence
from a specific network transport resource. The independence
is achieved by pooling multiple transport resources, e.g. trans-
mission links or paths, and selecting the best resources for
exclusive or concurrent use. The virtualization is achieved
by simple and small network software developed for overlay
network operation. Such a software selects one or more most
appropriate transmission paths and coordinates the forwarding
of data on them.

In this study we investigate the case when multiple paths are
pooled and concurrently used. The application and selection of
concurrent paths, however, is rather complex. First, concurrent
multi-path transmission will inevitable introduce packet re-
ordering due to different stochastic packet delay characteristics
on the different paths. Second, the different stochastic delay
processes can amend each other in their negative effects on
the packet re-ordering. Third, the strength and occurrences of
these combination effects are highly non-intuitive.

Thus, an analysis of the fundamental behaviors and factors
for packet re-ordering in concurrent multi-path (CMP) trans-
mission has to be carried out and will be presented in this
paper. The analysis will apply analytical techniques as well as
event-based simulations due to the complexity of the CMP
mechanisms. Unfortunately, common simulation techniques
might not be applicable for this investigation. Therefore, we
will also discuss how to improve event-based simulation in
order to achieve correct insights.

The paper is structured as follows. First, we will briefly
repeat the idea of Transport Virtualization. Then, we detail
how to implement TV using a concurrent multipath (CMP)
transmission mechanism and discuss briefly on path selection
in CMP transmission. After that, we introduce the CMP
mechanism and its packet handling. Furthermore, we outline
the analytical and simulative performance models used in this
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study. In particular, we discuss how to model and simulate
packet delay realistically, i.e. packet re-ordering does not
happen on a path. Finally, we provide a case study on the
re-sequencing buffer occupancy probability distribution for
different path delays. The investigation of this probability
distribution gives insights in how to select the set of paths
used in a TV mechanism using CMP transfer. The paper is
concluded by a brief summary.

II. TRANSPORT VIRTUALIZATION

One of the main benefits of virtualization techniques is
the abstraction of computer resources. An operating system,
for example, may provide virtual memory to an application
program. This memory gives the program the feeling that
it can use a contiguous working memory, while in fact it
may be physically fragmented and may even overflow on to
disk storage. The actual location of the data in the physically
memory doesn’t matter and is hidden. Thus, this virtualization
technique makes the resource ”memory” independent from its
physical ”location”.

The idea of Transport Virtualization (TV) extends the con-
cept of NV by transferring the feature of location indepen-
dence to transport resources. TV is motivated partly by the
abstraction introduced in P2P content distribution networks
(CDNs). Advanced P2P CDNs, such as eDonkey or BitTorrent,
apply the concept of multi-source download (MSD) where
different peers are pooled. Upon a download, a peer receives
multiple parts of a file in parallel from different peers. As
a result, the downloading peer doesn’t rely any more on a
single peer which provides the data, and the reliability is
increased. The providing peers are typically selected such
that the throughput is optimized. An appealing feature of the
MSD concept is that the actual physical location of the file
doesn’t matter. Thus, these P2P CDNs can be viewed as an
abstract and almost infinite storage for the data files. Thus, an
abstraction of a storage resource, similar to the example of
virtual memory, is achieved.

The above outlined concept of a virtual storage resource
is now transferred to the area of data transport. Transport
Virtualization can be viewed as an abstraction concept for
data transport resources. Hereby, the physical location of the
transport resource doesn’t matter as long as this resource
is accessible. In TV an abstract data transport resource can
be combined from one or more physical or overlay data
transport resources. Such a resource can be, e.g., a leased
line, a wave length path, an overlay link, or an IP forwarding
capability to a certain destination. These resources can be
used preclusive or concurrently and can be located in even
different physical networks or administrative domains. Thus,
an abstract transport resource exhibits again the feature of
location independence.

III. IMPLEMENTING TV USING CONCURRENT MULTIPATH
TRANSFER IN ADVANCED ROUTING OVERLAYS

A scalable approach for routing overlays is the concept
of one-hop source routing [8] which is implemented by the

Fig. 1: Simplified SORA Architecture

SORA architecture [9]. Hereby, the user data is forwarded to
a specific intermediate node, denoted as SORA router, which
then relays the traffic to its destination using ordinary IP
routing. The details of this architecture can be found in [9],
[10] and [11].

The TV in the considered SORA architecture is achieved
by a Concurrent Multipath (CMP) transfer mechanism. The
mechanism combines multiple overlay paths (even from dif-
ferent overlays) into a single virtual high-capacity pipe. The
combined paths are used in parallel by sending data packets
concurrently on different overlay paths. This principle is also
know as striping.

The SORA architecture itself is depicted in Figure 1. The
paths which form the virtual pipe are chosen by the ingress
router out of large number of potential paths, cf. [10] and
[11]. The path oracle discovers the available paths, i.e. the
components of the abstract data transport resource. Current
discussions suggest that a path oracle can be provided by the
network operator or by other institutions [12]. Altogether, the
CMP mechanism combined with the path oracle facilitates an
abstraction of a data transport resource. Instead using a single
fixed data transport resource, the system relies now on location
independent, multiple and varying resources.

An important question for TV is the selection of pooled
resources, i.e. the selection of potential paths. Typically, a good
path has a short transmission delay, e.g. [10], and as a result,
the mean path delay is an initial candidate as selection criteria.
However, the selection of concurrent paths is rather complex.
CMP transmission will inevitable introduce packet reordering
due to different stochastic packet delay characteristics on the
different paths, stochastic delay processes can amend each
other in their negative effects (see Section V.), and moreover,
the strength and occurrences of these combination effects are
highly non-intuitive. Therefore, a simple stochastic character-
ization of a path, such as the mean delay, is expected to be
not sufficient. A path can exhibit a highly varying delay. Thus
delay is composed of the propagation delay as well as queuing
and processing delays at each router along the path. The path
delay is therefore a complex stochastic process which can be
measured and, upon the measurements, a delay distribution
can be computed. We will not discuss how to obtain and how
to measure such a delay distribution in this paper. Instead, we
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want to describe the influence of different delay distributions
on TV when multiple paths are used.

IV. MECHANISMS AND PERFORMANCE MODELS

Next, we will outline the performance models for the
suggested striping mechanism for CMP transmission in TV.
First, we will start with the striping mechanism itself and
then detail the analytical and simulative performance models.
In particular, we discuss how to model and simulate packet
delay realistically, i.e. packet re-ordering on a path does not
happen.

A. Striping Mechanism

Fig. 2 shows a detailed model of the striping mechanism
suggested for use in CMP transmission for TV. The data
stream is divided into segments which are split into k smaller
parts. The k parts are transmitted by the set of paths, i.e.
in parallel on k different overlay links. The receiving router
reassembles these parts. Unfortunately, the parts can arrive
at the receiving router after different time intervals since
they experience stochastically varying delay. Therefore, it is
possible that parts arrive ”out of order”. It should be noted that
part re-ordering can only happen between different paths. The
order of parts on a path is maintained since packets typically
can not overtake each other.

Part or packet re-ordering due to multi-path transmissions,
may have a severe impact on the application performance. In
order to level this behavior, the receiving router maintains a
finite re-sequencing buffer. However, when the re-sequencing
buffer is filled and the receiving router is still waiting for
parts, part loss can still occur. This loss of parts is harmful
for the application and should be minimized. Therefore, an
important objective in operation of the system is to minimize
the re-sequencing buffer occupancy. This can be achieved by
a selection of paths with appropriate delay characteristics.

B. Analytical Model

In literature already exist initial analytical and approxi-
mative methods to estimate the re-sequencing buffer occu-
pancy in case of multipath downloads or transmissions. A
first analytical model can be found in [13]. The suggested
performance model is already very powerful, however, we
decided to conduct mainly simulation studies in order to
address the full complexity of the mechanism. For example,
it is easier to investigate different scheduling mechanisms
within a simulative approach. Also, we don’t have to care
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Fig. 2: Transmission Mechanism

about memory boundaries during computation which are easily
exceeded with an analytical approach based on combinatorial
analysis.

C. Simulation Model

The behavior of the re-sequencing buffer occupancy is
investigated by time discrete, event based simulation. The
simulation model assumes a continuous data stream. The
stream is divided into parts which are sent in parallel on either
two or three paths. The delay on the paths is modeled by
discrete delay distributions with a resolution of one time unit.
A packet is transmitted every time unit on a path.

In order to achieve a realistic behavior of different path
delays on the resequencing buffer, we have to ensure that no
packet re-ordering on a single path can occur. That means
that whenever a random delay for a path is generated, the
previous delay has to be considered within the generation of
the following packet. Hence, a current path delay has always
to be bigger or equal than a previous path delay minus the
interim time between the previous and the current packet.
Furthermore, the relative frequency of all delays on a path has
to converge against the given delay distribution for that path.
We will discuss in the next subsection how we can generate
packet delay distributions which fulfill these requirements.

D. Modeling Packet Delay

Before we describe the suggested packet delay model, we
outline the impact of an inappropriate delay model on the
buffer occupancy.

In order to show this effect, we investigate the influence of a
concurrent transmission over two paths with equal bandwidth.
We assume that both paths have the same delay distribution,
which is set to a truncated gaussian-like distributions, each
with mean value µ = 50 time units and a standard deviation
σ = 20 time units. The duration of the simulation run is
1 million time units, and we conducted 5 runs with different
seeds. We investigate two scenarios: a) the delay distribution
allows ”no packet re-ordering on a single path” and b) the
delay distribution permits ”packet re-ordering on a single
path”.

Fig. 3 shows the re-sequencing buffer occupancy distrib-
ution with 99, 9%−confidence level for the two scenarios.
One can see clearly a significant difference between the buffer
occupancy distributions in case of dependent (”no packet re-
ordering on a single path”) and independent packet delays
(”packet re-ordering on a single path”). For an independent
random delay (”packet re-ordering on a single path”), the re-
sequencing buffer occupancy for the given input distributions
follows a gaussian distribution. On the contrary, in case of a
dependent random number generation (”no packet re-ordering
on a single path”), it can be seen that the re-sequencing
buffer occupancy is much smaller. We can conclude that with
independant packet delays, the buffer occupancy will be signif-
icantly higher than in case of dependant packet delays. Hence,
when aiming at accurate results, a simulative investigation has
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to use the dependent packet delay distribution, which considers
no packet re-ordering on a path.

Now let us explain how we generate a dependent packet
delay distribution. The applied path delay model is based
on the delay model introduced in [13] and extended for the
use in simulations. First, we describe the basic necessary
conditions upon the delay distribution to ensure packets arrive
at their destination in the same order they were transmitted.
The complete derivation can be found in [13]. To facilitate the
explanation, the following notations are used:
• di: the delay experienced by packet i
• ∆t

i: the inter-departure time for packets i− 1 and i

Consequently, there are only two restrictions for the expe-
rienced delay of packet i:

1) di ≥ 0, this means that delay is always a positive value,
and

2) di ≥ di−1 −∆t
i, denoting the fact, that packet i can not

overtake packet i − 1. Nevertheless they may arrive at
the destination simultaneously.

Therefore, di can be any probabilistic function f(di−1,∆t
i)

that satisfies

f(di−1,∆t
i) ≥

{
di−1 −∆t

i, di−1 −∆t
i ≥ 0

0 di−1 −∆t
i < 0 (1)

To ensure, the delay does not diverge, we need a stability
constraint on f(di−1,∆t

i).
For the special case where packets are transmitted at a

constant rate, i.e., every k time units we have a constant inter-
departure time ∆t

i = k ∀i, and (1) becomes

f(di−1,∆t
i) = f(di−1) ≥

{
di−1 − k, di−1 ≥ k

0 di−1 < k
.

The introduction of k is an extension to the model presented
in [13] and enables us to adjust the path delay in a higher
resolution.
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Fig. 4: Markov-chain representing the delay, k = 1

For simplicity, let us assume that the delay is an integer
value expressed as multiples of a time unit. Consequently,
f(di−1) can be any integer that satisfies

di = f(di−1) ≥
{

di−1 − k, di−1 > k
0 di−1 ≤ k

(2)

Any probabilistic function that corresponds to f in (2) can
be represented by a Markov-chain, similar to Fig. 4, which is
an example for k = 1, i.e. packets are sent every time unit.
Here, state i corresponds to delay of i time units and the arrows
correspond to the transitions among states with the respective
probabilities. This transition probabilities can be written as
a transition probability matrix P consisting of the elements
pi,j . For a finite maximum delay dn, the transition probability
matrix can be written as:

P =



p0,0 p0,1 p0,2 · · · p0,n−1 p0,n

p1,0 p1,1 p1,2 · · · p1,n−1 p1,n

...
...

...
...

...
...

pk,0 pk,1 pk,2 · · · pk,n−1 pk,n

0 pk+1,1 pk+1,2 · · · pk+1,n−1 pk+1,n

0 0 pk+2,2 · · · pk+2,n−1 pk+2,n

...
...

...
. . .

...
...

0 0 0 0 pn,n−1 pn,n


.

The matrix P consists of four parts. On the main diagonal
are the probabilities to stay in current delay state. On the right
side of the main diagonal are the transition probabilities which
increase the current delay state. The left side of the main
diagonal illustrates a decrease in the delay state. The maximum
decrease in the delay state depends on the inter departure
time. Thus, not all states smaller than the current state can
be reached. This is expressed by pi,j = 0 ∀i < j − k − 1.

For a given delay distribution d we have to solve the fix-
point equations

d = d · P , (3)

so that the resulting transition probability matrix, and thus
the represented Markov-chain is irreducible and aperiodic.
That way we ensure that the delay process is recurrent. The
transition probability matrix P can be used in our simulation
model to assure that 1) the packet delay follows the given
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delay distribution d and that 2) no packet re-ordering occurs
by a transmission on a single path. But before we can use P
we still have to solve Equation 3, which will be described in
the next subsection.

E. Computing the Transition Matrix by Using Linear Pro-
gramming

In this subsection we describe our approach to determine
a transition probability matrix P which fulfills the fix-point
Equation 3. This equation is under-determined, i.e. we have to
determine 1

2 · (n
2 + 2nk− k2 + n− k) parameters with n + 1

equations, whereas n + 1 is the size of the delay state space
d. For that, we model the problem as a Linear Program (LP)
and solve this program with ILOG CPLEX [14]. In addition
to the previously introduced variables, we define the following
variables:
• c1: vector with lower bounds for values on the main

diagonal of matrix P
• c2: vector with upper bounds for values on the main

diagonal of matrix P

Algorithm 1 Determine the transition matrix
Maximize

f(P ) =
n∑

i=0

n∑
j=0

pi,j (4)

Subject to
n∑

i=0

pi,j · xi = xj ∀j; (5)

n∑
j=0

pi,j = 1 ∀i (6)

pi,j = 0, i < j − k − 1; (7)
0 < pi,j < 1, j − k < i < j (8)

c1 < pi,j < c2, i = j (9)
0 < pi,j < 1, i > j (10)

The LP depicted by Algorithm 1 aims to compute the
transition probability matrix. This is expressed by Equation 4.
The constraints on the variables are described in the following:
• Equation 5 describes the n+1 fix point Equations derived

from equation 3.
• The sum of each line in P has to satisfy the normalizing

condition, i.e the sum over all probabilities is equal to 1,
which is expressed by Equations 6.

• Equations 7 illustrate the transition probabilities in the
lower left part of P . These probabilities have to be zero,
in order to ensure that the next delay value is not smaller
than the current delay minus the inter-departure time at
the source.

• The probabilities between the main diagonal and the zero
values are depicted by Inequalities 8. These probabili-
ties denote a slow-going delay decrease without causing
packet re-ordering.

• The main diagonal of the matrix, depicted by the Inequal-
ities 9, denote that the delay remains constant. In order
to avoid the trivial solution of the problem, the identity
matrix I , these probabilities have to be smaller than 1,
which is expressed by c2.

• An increase of the delay between the departure of two
packets is illustrated by the Inequalities 10.

V. RESEQUENCING BUFFER OCCUPANCY BEHAVIOR FOR
DIFFERENT PATH DELAYS - A CASE STUDY

A. Outline of the Case Study

In this case study we want to investigate the resequencing
buffer occupancy in case of different path delay distributions.
The results presented next are of theoretical nature since they
are obtained by the consideration of abstract models. However,
they are intended to give a deeper insight intoich the practical
question of how to select appropriate paths.

At first, we will examine the system behavior in case
of similar path delay distributions with equal mean values
and equal standard deviations. After that we study diverse
path delay distributions, i.e. delay distributions with equal
mean delay values but different standard deviations. In the
last section we examine the impact of different path delay
parameters for one distribution type and show results for
transmissions via two and three concurrent paths.

B. Robustness of the Buffer Occupancy in Case of Similar
Path Delay Distributions

As similar distribution types we choose a truncated gaussian
(labeled gaus) and a truncated gamma (gamma) distribution.
The probability mass functions are depicted in Fig. 5.
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Fig. 5: Gaussian and gamma distributions

The mean delay value and the standard deviation value for
each of the depicted distributions are respectively E[d] = µ =
50 and σ = 20. For these distributions we also investigate
value pairs of µ = 50, σ = 10 and µ = 25, σ = 10. The
delay values range between dmin = 0 and dmax = 100. We
decided to investigate these distributions in order to evaluate
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the system behavior under quite similar conditions. We start
with the investigation of a transmission over two equal paths
and compare two similar path delay distribution types.
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Fig. 6: Resequencing buffer occupancy for similar path delay
distributions

The results of these experiments are illustrated on a 95%
confidence level as Probability Mass Functions (PMF)s in
Fig 6. As parameters for the delay distributions we used
µ = 50, σ = 20 and µ = 25, σ = 10. For both parameter
sets, the difference between two equal gamma distributed path
delays and two gaussian distributed path delays are negligible.
The difference can be explained by the influence of upper
statistical moments than the variance (skewness, kurtosis,...).
We can conclude, that these similar distribution types have,
for equal average and variance, a similar influence on the
buffer occupancy. Therefore, the buffer occupancy shows a
good robustness, i.e. invariance, within this family of packet
delay distributions. Hence, the distribution type with least
computation requirements can be used.

C. Buffer Occupancy in Case of Diverse Path Delay distrib-
utions

Now we want to examine the behavior of the resequencing
buffer in case of different types of delay distributions.

Therefore, three different path delay distributions are con-
sidered for the paths: a truncated gaussian (label gaus), a
uniform (uni) and a bimodal distribution (bi). The PMFs of
the distributions are depicted in Fig. 7. The mean delay value
for each distribution is µ = 25, whereas the delay ranges
from dmin = 0 and dmax = 50. The coefficient of variation
cv varies between cv = 0.4 for the gaussian distribution
to cv = 0.8 for the bimodal distribution. We decided to
investigate these distributions in order to evaluate the system
behavior under highly different condition, e.g. gaussian vs.
bimodal delay.

We conduct an investigation of two concurrent paths. The
buffer occupancies for different combinations of delay distrib-
utions are depicted in Fig. 8. The y-axis denotes the probability
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Fig. 7: Nonsimilar distributrions
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Fig. 8: Re-sequencing buffer occupancy in case of nonsimilar
delay distributrions

of the packets stored in the re-sequencing buffer, assigned on
the x-axis. For the sake of clarity we plotted only the bi,bi
buffer occupancy distribution with confidence intervals for a
confidence level of 99%.

For the case of two gaussian delay distributions, the buffer
occupancy is left leaning and higher buffer occupancies are
not very likely. However, for two bimodal delay distributions
a large fraction of the probability mass covers a buffer
occupancy bigger than 30 packets. It should be noted that
the maximum buffer occupancy in the investigated scenario
omax = 50.

D. Impact of Different Path Delay Parameters on the Buffer
Occupancy

In this study we investigate the criteria for path selection.
Intuitively a path selection algorithm should select those
paths which provide the shortest delay. Typically this is of
interest when the traffic comes from an interactive application
with realtime constraints like video streaming or VOIP. For
the investigation we consider truncated gaussian-like delay
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Fig. 9: Different gaussian distributions

distributions with different mean packet delays µ = 50 and
µ = 25 and different standard deviations σ = 20, σ = 10
and σ = 5. We start with a concurrent transmission over two
paths.

The influence on the resequencing buffer is depicted on a
95%−confidence level in Fig. 9 as PMF. It can be seen that in
case of a σ = 10 the buffer occupancy is almost independent
from the mean value. For σ = 20 the distribution of the buffer
occupancy gets lower and expands comparing to σ = 10. We
can conclude that in case of a transmission over two paths
with equal distributions the buffer occupancy depends mainly
on the standard deviation.

In a next step we investigate the system behavior in case of
a transmission over three paths. The results for five different
scenarios are depicted as PMF on a 95%−confidence level in
Fig. 10. The scenarios are a) all paths with same parameters
µ = 50, σ = 10, b) all paths with same parameters µ =
25, σ = 10, c) two paths with parameters µ = 50, σ = 10,
one path with µ = 25, σ = 10, d) the reverse of c), and e),
similar to d), but two paths with parameters µ = 25, σ = 5.

A close look at Fig. 10 reveals, that a) and b) have similar
buffer distributions. This indicates that the pure delay has no
impact on the buffer occupancy, which already has been shown
for the corresponding two path buffer occupancy. For the cases
c) and d) it is remarkable that case d) with two high path
delays performs in terms of buffer occupancy than case c).
Intuitively more paths with lower delay should result in a better
performance, but this is obviously not true as shown in case
d).

Let us consider this behavior in greater detail. We assume
therefore a single packet from the high delay path which is
effectively much overdue. Until the arrival of this overdue
packet, the low delay paths can easily increase the occupancy
of the re-sequencing buffer. Thus, the buffer can be filled
quickly by the low delay paths. This example shows that the
high delay path becomes more dominant over low delays paths
in terms of buffer occupancy. The selection of the paths should
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Fig. 10: Buffer occupancy in case of 3 concurrent paths

level the variation of the range of mean delays. Recent findings
in Voice-over-IP systems, cf. [15] show that a constant delay
has no significant impact on the Quality of Experience of the
application, as long as the delay is below a certain threshold. In
such a case the user does not notice whether the transmission
is conducted via a path with a high or a low delay. Thus it
might be better in TV to choose a path with a higher mean
delay in order to relieve the resequencing buffer and avoid
packet loss.

Finally, for the cases d) and e) we can see that in case e)
the system performs worse in terms of buffer occupancy than
in case d). Here the standard deviation on the smaller paths is
lower than comparing to case d) and thus high and low delays
are unlikely.

VI. RELATED WORK

While striping mechanisms for IP networks are already
suggested, c.f. [16], [17], limited research has been carried out
so far in the context of path selection for CMP transmission
mechanisms. The only work to our knowledge so far, which
deals with this topic is the DaVinci architecture [4]. In the
DaVinci proposal, the paths are selected such that the creation
of bottlenecks is avoided. The investigation in this paper
goes beyond the results presented in the DaVinci architecture.
Our paper discusses the fundamental performance issues in
selecting the paths according to their statistical characteristics.

VII. CONCLUSION

In this paper we have explained the idea of transport
virtualization (TV), which provides a location independent
abstraction for data transport resources and outlined the TV
concept by the example of concurrent multipath (CMP) trans-
mission in one-hop source routing overlays. Intuitively, packet
reordering will inevitably occur in case of CMP transmissions,
due to the different stochastic delay properties on the involved
paths. We discussed an important performance issue of CMP
transmission, the re-sequencing buffer occupancy probability
distribution under the influence of the delay distribution on
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the used paths in the CMP mechanism. Due to the complexity
of this mechanism, we combined analytical and simulative
techniques in order to investigate the re-sequencing buffer
occupancy.

It turned out that different stochastic delay processes can
amend each other in their negative effects on the packet
reordering, leading to a higher re-sequencing buffer occupancy.
Also, the strength and occurrences of these combination effects
are highly non-intuitive.

With the presented approach continuing studies can be
performed with the objective to find the best pool out of
different provided paths in case of costs, re-sequencing buffer
occupancy and QoS/QoE.
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